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Abstract

This paper emphasizes the experimental nature of industrial targeting policies under uncertainty in a small open economy. A government promotes entry of new firms in selected industries and updates its beliefs about the country’s comparative advantage in a Bayesian way. This selective targeting policy is analyzed in the framework of a special type of statistical decision problem known as the multi-armed bandit. The paper analyzes how the costs and benefits of learning about a country’s comparative advantage depend on the characteristics of the targeted industries. The framework suggests that even an optimally designed industrial targeting policy may eventually steer the country away from specializing according to its true comparative advantage.
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1. Introduction

The practice of selective promotion of industries deemed critical for accelerating economic growth was popular among the governments of many emerging economy nations throughout the second half of the 20th century. Such industrial targeting policies can be justified by the existence of some market failure that makes government nonintervention suboptimal. For example, earlier literature on strategic trade policy showed that targeting policies can be welfare-enhancing when industries are characterized...
by imperfect competition or information asymmetries.\textsuperscript{1} State intervention in selected industries can also be justified by the existence of multiple equilibria leading to coordination problems in economic development.\textsuperscript{2} Another reason for industrial targeting policy may be a less than socially desirable rate of entry of new firms in the targeted industries caused by non-appropriability of external benefits from innovation and investment.\textsuperscript{3}

Important foci of the industrial targeting literature has been on the timing and type of policy interventions as well as on the specifics of the market failures justifying such interventions on efficiency grounds. The problem that has received less attention in the literature is the government’s ability to allocate its limited targeting capacity among the industries that deserve intervention, given that the effectiveness of the targeted interventions is uncertain. In this paper, I consider the characteristics of the process by which the government selects the most worthy among all industries in which policy interventions are assumed to be justified on the grounds of welfare efficiency. Specifically, this paper emphasizes the role of policy-makers’ learning and experimentation in promoting the entry in new industries, and considers the long-term outcome of such experimental policy activism.

That experimentation is an important characteristic of industrial targeting and export promotion policies has been made evident in the application of these policies worldwide. In Japan, Ministry of International Trade and Industry (MITI) adopted the policy of capacity-licensing with staggered and contingent entry to ensure sequential entry of firms in new industries in the late 1950s. Similar policies were adopted by the Industrial Development Bureau of the Ministry of Economic Affairs in Taiwan and the Ministry of Commerce and Industry in Korea between the 1950s and 1970s. Formally, the rationale for sequential capacity-licensing and technology-licensing was to ensure minimum efficient scale of operation for the early entrants and to force them to innovate by creating a credible

\textsuperscript{1} Brander and Spencer (1985) and Spencer and Brander (1983) analyze models that demonstrate how government intervention in imperfectly competitive industries allows a country to extend its market share and thereby “capture” more rents. Grossman and Horn (1988) and Bagwell and Staiger (1989) employ models of\textsuperscript{adverse selection} to explore the possibility that infant-industry protection or export subsidies may be welfare-improving in the markets for experience goods, the quality of which can be learned only after the purchase. Dinopoulous et al. (1995) uses techniques from the literature on contracting under asymmetric information to examine the optimal industrial targeting when domestic firms have private knowledge of their learning economies.

\textsuperscript{2} For example, in vertically integrated industries, miscoordination in the entry of upstream and downstream firms may lead to multiple equilibria. Industrial targeting can be used to steer the economy away from the bad equilibria by stimulating entry of new firms producing essential intermediate inputs and complementary producer services. Potential coordination problems inherent in economic development are analyzed, for example, in Azariadis and Drazen (1990), Matsuyama (1995b), and Rodrik (1996).

\textsuperscript{3} Firms’ entry may be slower than optimal because early entrants do not capture the external benefits that they create. These external benefits occur either as a result of increasing the total output of the industry (in adaptive-learning models) or because every new entry reduces the uncertainty about the publicly observed productivity or cost parameter common to all firms in the industry (in Bayesian learning models). A government subsidy can help to overcome firms’ insufficient incentives for entry. Bardhan (1971) analyzes the optimal subsidy to a learning industry in the context of infant-industry protection in a model with dynamic externalities in production.
threat of new entry after a prespecified period of time. However, another important characteristic of the policy, based on sequential and contingent licensing, was flexible adaptation of the main directions and intensity of the policy based on feedback obtained from the continual monitoring of the performance of the targeted industries.⁴

The agencies responsible for industrial policy often experimented by concentrating their targeting efforts on new industries in which they had little experience, at the expense of promoting entry in industries in which their countries were believed to have comparative advantage. Such experimental policy activism was not insured against mistakes, and many instances of “picking the losers” instead of winners can be cited from the experience of even the most successful industrial policies worldwide. However, the long-run success of any policy is determined by the policy-maker’s ability to learn from past mistakes.⁵

To focus on the special concerns raised by the experimental nature of the government’s targeting policy, this paper does not consider the specific market failure that could prompt government intervention. I simply assume that an investment subsidy intended to facilitate the firms’ entry is justified by the presence of failures in multiple markets for new goods in a small developing country.⁶ Similar to Romer (1994), foreign multinational firms are the main source of technology for the production of new goods in this country.⁷ The multinationals’ technologies have to be matched with local labor and the quality of the match is a random variable with unknown probability distribution. The government’s limited targeting capacity and the uncertainties associated with the promotion of new economic activities mean that the welfare-maximizing targeting policy has to include elements of experimentation and learning.

The problem faced by a government trying to allocate its limited capacity “to pick the winners” among the industries based on foreign technologies with uncertain characteristics can be analyzed within a statistical decision framework known as the multi-armed bandit (MAB).⁸ Using the MAB framework, the paper examines how the economic

---


⁵ As Stiglitz points out, “good decisionmaking by the government necessarily involves making mistakes: a policy that supported only sure winners would have taken no risks. The relatively few mistakes speak well for the government’s ability to pick winners” (see Stiglitz, 1996).

⁶ While an investment subsidy is not the only instrument of targeting policy available to the government, it is widely used in modeling state intervention in the contexts involving introduction of new goods. For example, Aizenman (1998) shows that the investment subsidy to new entrants is optimal when introduction of new inputs creates externalities not captured by the entrants and the entry conditions are uncertain. Hoff (1997) considers a two-period model of infant industry protection in which a subsidy is used as a means of overcoming informational barriers to entry.

⁷ However, in contrast with the Romer’s (1994) model, which considers multinationals investing in the production of intermediate goods used in local economy, in the present framework foreign firms invest in the country to take advantage of its low-cost labor and produce final goods that are exported abroad.

⁸ I use the MAB framework because it is the most convenient and simple way to illustrate the main ideas of this paper. The classical MAB framework considers stochastic reward processes, or ‘arms’, with different unknown success probabilities. The arms are ‘pulled’ one at a time and the objective is to achieve a high overall success rate by selecting at each stage the next arm to be pulled on the basis of current information about the different probabilities for success.
characteristics of the new industries affect their selection for targeted promotion. Specifically, I analyze how the value of experimentation with promoting a given technology depends on such parameters as the set-up costs, the variance of the unknown productivity characteristic and the size of the ‘experimentation field’ determined by the number of potential entrants (i.e., entrepreneurs) that are willing to test the new foreign technology in the country’s economic environment.

After describing an industrial targeting policy as an optimal experimentation strategy of an incompletely informed government, I turn to an examination of the set of industries in which a country will specialize in the long-run as a result of such policy. I show that for any set of targeted industries, it is possible to determine whether a country will specialize in this set in the limit with positive or zero probability. The model considered in this paper highlights the factors that determine which technologies will not survive the targeting policy in the long-run (i.e., will survive only with zero probability).

The industrial targeting policy not only helps the government to mitigate market failures, but also transforms the decentralized market learning process into the process of experimentation by a single policy-maker, who selectively influences the firms’ entry and exit decisions in the targeted industries. In Section 5 of this paper, I show that an optimally designed industrial targeting policy may lead in the long-run to the country’s specialization in industries in which it does not have comparative advantage. Depending on the policy-maker’s prior beliefs, it may be that the country with probability one eventually abandons the industries in which it has true comparative advantage. When this happens the country will specialize eventually in the ‘wrong’ or inferior technologies, because these technologies will perform well enough not to induce the government to look for better ‘targets’. This long-run divergence of the government’s optimal experimentation strategy from the full-information optimal policy can be interpreted as a failure of the industrial targeting policy. In this regard, I advance arguments in support of the conjecture that, despite the concomitant market failures, the outcome of market learning process through private ‘unassisted’ experimentation by firms may, under certain conditions, be closer to the full-information social optimum than the centralized experimentation by a government engaged in industrial targeting. Although my analysis of the long-run results of government intervention under uncertainty is based on the familiar possibility of incomplete learning by an experimenting decision-maker, this is the first paper that shows that such a possibility is relevant in the discussion of the role of industrial policy in promoting economic development.

On the technical side, the main contribution of this paper is that it analyzes the long-run stochastic properties of the experimentation strategy in the setting where the decision-maker can experiment with more than one alternative reward process at a time (i.e., can target more than one industry at a time), and each alternative can be of a continuum of types. A similar issue was studied by Banks and Sundaram (1992). However, they restricted their analysis to the special case of the multi-armed bandit framework in which the gambler has the capacity to pull only a single arm at a time and the arms can be of a finite number of types. The technical results of this paper make the present model of

---

9 In economics, this possibility is known as the Rothschild effect (see Rothschild, 1974).
industrial targeting and potentially many other economic applications of the MAB framework significantly more realistic by allowing them to assume that the policy-maker can engage in parallel experimentation with many risky projects and by expanding the range of probability distributions representing the experimenter’s uncertainty.

Although the issue of optimal experimentation has never been explored in the context of industrial policy, it has been studied in other economic contexts. There is extensive theoretical literature on optimal Bayesian learning in uncertain economic environments when an individual agent’s action not only provides immediate reward, but also delivers information leading to the reduction of uncertainty. This information may be valuable for selecting future actions. For example, a monopolist faced with an uncertain demand curve may decide to produce to maximize expected profits based on his current beliefs, or to vary his output from period to period deliberately to accumulate information about the location of the demand curve. Rothschild (1974), McLennan (1984), and Aghion et al. (1991) study problems of this type.10

Another strand of literature closely related to the present paper is based on rational expectations models. Anderson and Sonnenschein (1982), Blume and Easley (1984), Jordan (1985), Easley and Kiefer (1988), and Banks and Sundaram (1992) explore properties of the learning process and conditions under which economies generate enough information to assure that optimally acting agents eventually learn the true distributions of the unknown parameters in the economy. This issue motivated the current study of the long-run results of government experimentation with industrial targeting in a small open economy.

The remainder of the paper is organized as follows. Section 2 introduces the basic model and describes the government’s objective function and the environment in which the government conducts the industrial targeting policy. Section 3 formulates the government’s problem of selective industry promotion using the multi-armed bandit framework. In Section 4, the paper turns to the properties of the government’s optimal industrial targeting strategy, which is based on promoting the industries with the highest dynamic allocation indices. Section 5 analyzes the country’s long-run pattern of export specialization, which results from the government’s optimal targeting policy. Some open questions are discussed in Section 6, which concludes the paper. Proofs of results that are omitted in the main body of the paper can be found in Appendix A.

2. The basic model

In this section, I consider a highly stylized model of industrial targeting policy in a small open economy, which takes the world prices as given. Specifically, assuming a two-country world, we can identify the small country as South and its trade partner as country North. South’s terms of trade are determined by the supply and demand conditions in the rest of the world, i.e., in North.

10 The analytical framework of my paper is related to models of optimal sequential investment decisions under uncertainty about future payoffs. For example, Weitzman (1979), Roberts and Weitzman (1981), Bernanke (1983), and Dixit and Pindyck (1994) examine projects with sequential outlays using models that stress the trade-off between the costs of waiting for the arrival of new information and taking uninformed actions immediately.
North has a set of \( N \) competitive industries \( \mathcal{N} = \{1, \ldots, N\} \) characterized by increasing marginal cost technologies. The technologies are employed by risk-neutral firms or entrepreneurs. The total costs of a firm, which produces output \( Q_i \) using technology \( i \) in country North, is defined by 
\[
C_i^*(Q_i) = K_i + w^*_i \gamma_i^* Q_i^2.
\] (An asterisk will always indicate parameters specific to North.) \( \gamma_i^* \) is a cost/productivity parameter representing the quality of the match of technology \( i \) with labor in North. The fixed cost \( K_i \) consists of capital while the variable cost \( w^*_i \gamma_i^* Q_i^2 \) consists of the wages \( w^* \) paid to hired labor. In competitive industries, profits are equal to zero and, therefore, prices equal average costs. Because firms maximize profits, the industry price is also equal to marginal cost. Thus, by setting the average cost \( AC_i^* \) equal to the marginal cost \( MC_i^* \), I can determine the equilibrium price \( \theta_i^* = 2(K_i w^*_i \gamma_i^*)^{1/2} \) and output \( Q_i^* = K_i^{1/2}(w^*_i \gamma_i^*)^{-1/2} \) in industry \( i \) in North.

Although South has lower wage than North, \( w^*_i > w_i \), there is uncertainty regarding the quality of the match between the skills of local labor in South and technologies \( i \in \mathcal{N} \) transplanted from North. This uncertainty is captured by the random cost/productivity parameter \( \gamma_i^\tilde{} \), which is drawn from the same distribution every time a new firm with technology \( i \) is established in South. The cost parameter, \( \gamma_i^\tilde{} \), can have either low realization (high productivity) \( \gamma_i^{\text{low}} \) with some objective probability \( p_i \) or high realization (low productivity) \( \gamma_i^{\text{high}} \) with probability \( 1 - p_i \). The cost parameter enters the total cost equation for a firm with technology \( i \) in South the same way as for a firm with the same technology in North: 
\[
C_i(Q_i) = K_i + w^* \gamma_i^\tilde{} Q_i^2.
\] The probability \( p_i \) measures the quality of the match between technology \( i \) and local labor in South. The South’s government as well as new firms entering with technology \( i \) in country South have only imperfect information about \( p_i \). Their beliefs about \( p_i \) are represented by a probability distribution of the random variable \( \tilde{p}_i \) defined on the interval \([0,1]\).

Suppose that there are \( n_i \) entrepreneurs wishing to establish new firms using technology \( i \) in South. The domestic market for good \( i \) in country South is very small and the transportation costs between the countries are negligible. Therefore, it only makes sense to produce in South in order to sell in North. If a firm decides to enter in industry \( i \) in South, it
will have to sell its product at the price prevailing in that industry in the larger country North. I assume that the number \( n_i \) is small relative to the total number of existing firms in industry \( i \) in North. Therefore, the exports of \( n_i \) new firms from South would not affect the domestic competitive price in North. Given the price in North, the output and the expected profit of a risk-neutral firm \( i \) producing in South and exporting to North can be determined from the expected profit maximization equation:

\[
\max_{Q_i} E(\hat{\Pi}_i) = \max_{Q_i} \left[ 2(K_i w^* \gamma_i^*)^{1/2} Q_i - K_i - w_{\gamma_i} Q_i^2 \right]
\]  

(1)

where \( \hat{\gamma}_i = E(\gamma_i) = E(\tilde{p}_i \gamma_i^{low} + (1 - \tilde{p}_i) \gamma_i^{high}) = \tilde{p}_i \gamma_i^{low} + (1 - \tilde{p}_i) \gamma_i^{high} \).

New firms entering in country South make production plans based on their expectations of the quality of the match between their technologies and the South’s labor force. The planned output of a firm \( i \) in South is:

\[
Q_i = (K_i w^* \gamma_i^*)^{1/2} (w_{\gamma_i}^{-1})
\]  

(2)

The planned output defined in Eq. (2) is produced over the lifetime of the firm with technology \( i \) in South. However, the random match-quality parameter \( \gamma_i \) is realized by the end of the first period after the firm makes its investment in South. Since the operation of the firm after the first period does not bring any new information about the match between technology \( i \) and labor in South, we can simplify the exposition without any loss of generality by assuming that the firm’s entire planned output is produced during one period. At the end of the period, the information about the firm’s total cost and, therefore, the realization of random variable \( \gamma_i \) become public, and the beliefs about \( \tilde{p}_i \) are updated according to Bayes rule. The firm’s profit and the expected profit are given by

\[
\hat{\Pi}_i = K_i[\bar{a}_i - 1] \quad \text{and} \quad E(\hat{\Pi}_i) = K_i[\bar{a}_i(\tilde{p}_i) - 1]
\]  

(3)

where the random variable \( \bar{a}_i \) and its expected value \( \bar{a}_i(\tilde{p}_i) \) are defined respectively by

\[
\bar{a}_i = \frac{w^* \gamma_i^*}{w_{\gamma_i}} \left( 2 - \frac{\gamma_i}{\gamma_i^{low}} \right) \quad \text{and} \quad \bar{a}_i(\tilde{p}_i) = E[\bar{a}_i \mid p_i = \tilde{p}_i] = \frac{w^* \gamma_i^*}{w_{\gamma_i}}
\]

Assuming that entrepreneurs with access to Northern technologies have already established firms in country North, they would have incentives to establish firms in South only if these new firms can generate nonnegative profits net of taxes or license fees imposed by the South’s government. If a new firm in South is expected to be unprofitable, to attract a new firm the South’s government must offer it a subsidy equal to the expected loss.\(^{13}\)

\(^{13}\) To avoid the time inconsistency problem of the “obsolescing bargain” (see Brander and Spencer, 1987) in which the relative bargaining powers of the government and the new firm change systematically over the life of an agreement, I assume that the Southern government can credibly precommit itself to the announced level of investment tax or subsidy. Therefore, the Southern government in my model does not exploit the change in the relative bargaining position arising after a firm has incurred the sunk costs.
Therefore, the welfare of country South from the entry of a firm with technology $i$ is defined by the tax revenue collected from (or subsidy paid to) that firm:

$$\tilde{W}_i = K_i[\tilde{a}_i - 1]$$  \hspace{1cm} (4)

Then, given the expectation of the probability of the good match $\bar{p}_i$, the welfare-maximizing risk-neutral government of country South has the immediate expected welfare reward function:

$$\bar{W}_i(\bar{p}_i) = K_i[\bar{a}_i(\bar{p}_i) - 1]$$  \hspace{1cm} (5)

The expected value, $\bar{a}_i(\bar{p}_i) = (w^*\gamma^*)(w^*_i)$, can be interpreted as a measure of comparative advantage of South in industry $i$. Given the prior beliefs, South has comparative advantage over North in all industries characterized by $\bar{a}_i(\bar{p}_i) \geq 1$. The Southern government expects to receive positive welfare reward from targeting these industries. In the remainder of the paper, I refer to $\bar{a}_i(\bar{p}_i)$ as the coefficient of comparative advantage.

Finally, the following assumption is made with respect to the nature of the process of selecting the industries for targeted promotion. The Southern government has the capacity to license at most $M$ new firms ($M \leq N$) from $M$ different industries at a time. This can be explained by a two-tier structure of the targeting process. Each tier is endowed with a limited amount of a critical resource required for the evaluation and selection of new projects/entrants. At every moment of time, each of the $N$ industry-specific agencies of the lower tier has enough capacity to evaluate at most one new project. After that the single inter-industry agency of the higher tier has the capacity to evaluate and select at most $M$ ($M \leq N$) from $N$ new projects selected at the lower tier. Given the described decision-making process, the targeted set at time $t$ includes $M$ new firms from $M$ different industries. Using the two-tier decision structure, the South’s government tries to allocate its targeting capacity to those industries that would allow it to maximize the total expected welfare from the entry of new firms.\footnote{Although the targeting capacity is assumed to be fixed over time, a welfare-maximizing government should be able to expand it by increasing the size of the bureaucracy targeting new entrants. However, it will be much harder analytically (although not impossible) to demonstrate the validity of the main results of this paper for a government with varying targeting capacity.}

Although the assumption about the structure of the targeting process might appear to be very restrictive, it reflects the characteristics of the government decision-making that was practiced in many of the newly industrializing countries when they were implementing industrial targeting policies. For example, in high-performing Asian economies in the 1950s and the 1960s, the role of the higher-tier agency was played by different inter-

\footnote{Tax or licensing revenue is not the only way to represent the welfare gains from the entry of targeted firms. For example, in some newly industrializing economies, industrial policies were conducted in the environment with labor-market rigidities that fixed wages above the market clearing level. For these economies, reduction of unemployment could be an important factor in selection of industries for targeted promotion. If we introduce unemployment in our model, the welfare that South would receive from the entry of a new firm $i$ will be the sum of the collected tax (or subsidy) and wages paid by firm $i$ to the newly employed local workers: $\tilde{W}_i = E(\tilde{\Pi}_i) + w^*_i(K_iw^*\gamma^*)(w^*_i)^{-2}$. The expected welfare reward will then be given by $\bar{W}_i(\bar{p}_i) = K_i[2w^*\gamma^*/w^*_i - 1]$, which is very similar to Eq. (5). Therefore, the introduction of unemployment in our model would not change the qualitative results of this paper concerning experimentation and learning in targeting policy.}
industry ministries such as the MITI in Japan, the Ministry of Commerce and Industry in Korea, and the Industrial Development Bureau in Taiwan. These agencies designed development programs for their economies by strategically allocating subsidies and credits among the projects recommended by the lower-tier industry-specific ministries and deliberation councils composed of government officials and representatives from the private sector.16

3. The government’s optimal targeting policy

The Southern government’s task of maximizing the discounted flow of welfare rewards while trying to target industries that have the best match with local labor can be formulated as a ‘multi-armed bandit’ (MAB) problem. In statistical decision theory, the MAB framework describes a Markov decision problem in which a gambler must find an optimal strategy against a gambling machine with \( N \) independent arms and has the option to pull \( M \) arms each time. \( M \) is referred to as the capacity of the gambler. The reward, which the gambler receives for pulling an arm, is a random variable that is a function of a stochastically evolving state.17 Since a detailed discussion of the MAB framework can be found in Mandelbaum (1986), which uses the same formulation of the problem as I do (i.e., one of controlling a process with a multidimensional time parameter), I provide here only a brief outline of the main elements of this framework and place it into the context of the government’s industrial targeting policy.

The state variable in the context of industrial targeting is defined by the parameters of the posterior distribution of the probability of a good match between a firm with technology \( i \) and skills of Southern workers. I assume that the prior beliefs about the probability of the good match \( \tilde{p}_i \) are represented by the beta probability density function with the parameters \((r_i, n_i)\). Therefore, after any sequence of \( n'_i \) trials (i.e., \( n'_i \) entries of new firms with technology \( i \) in South) with \( r'_i \) successes (i.e., \( r'_i \) realizations of good match between local workers and technology \( i \)), the posterior beliefs will be the beta distribution with parameters \((r_i + r'_i, n_i + n'_i)\).18 Using this property of the beta p.d.f., one

---


17 Bellman (1956) derived the dynamic programming solution to the discrete-time version of the two-armed bandit problem in which the decision-maker can pull only one arm at a time. However, Bellman’s solution was extremely complicated. Later, Gittins and Jones (1974) found more simple and elegant solution to the problem. They proved that if the states of the arms evolve in a Markovian fashion, it is possible to associate each arm with a function of its state, now called the Gittins index, such that the gambler can maximize the total discounted reward by sequentially engaging the arms with the maximal current Gittins index. These ideas are extended in Varaiya et al. (1985) and Mandelbaum (1986) where the assumption about the Markovian structure of reward is relaxed by assuming arbitrary reward processes. Banks and Sundaram (1992) considered the case of a denumerable-armed (i.e., countably infinite-armed) bandit.

18 The mean and the variance of any beta probability distribution with parameters \((r,n)\) are given by \( r/n \) and \((r/n)(1-r/n)(n+1) \), respectively. A uniform \( U[0,1] \) prior distribution of \( \tilde{p}_i \) is equivalent to the beta distribution with the parameters \((1,2)\) and the mean 1/2. After a successful trial the mean of the posterior beliefs becomes 2/3, etc.
can simplify the notation by identifying the state $x_i(t)$ of the stochastic reward process for technology $i$ at time $t$ with the number of high-productivity firms in the total number of new entrants with technology $i$ by time $t$. Therefore, after $r_i'$ successful matches out of $n_i'$ new entries of firms with technology $i$ in South, the state variable is defined by

$$x_i(t) = (r_i + r_i', n_i + n_i')$$

The control variable for the optimal targeting problem $\Delta_i(t)$ is equal to one if the government licenses a new firm with a Northern technology $i$ at time $t$, and $\Delta_i(t)$ is zero if no new firm with technology $i$ is licensed in country South at time $t$.

The control sequence of $N$-dimensional vectors $\{\Delta(t)\}_{t=0}^{\infty}$ represents the choice of industries that are targeted as time progresses by licensing new firms with respective technologies. In choosing between a firm with a technology in which South is believed to have a comparative advantage (i.e., characterized by a high $p_i$) and a firm from an industry in which it has little experience (and so a poor estimate of the true probability of the good match), the government experiences a conflict between exploitation and exploration. From the point of view of the immediate expected reward, it would be better to license an investment by the first firm. However, if the economy’s long-term performance is important (i.e., the discount factor is not too small), it may be preferable to test the second industry, which may turn out to have a higher productivity than the first. Therefore, from the long-term point of view, the acquisition of additional information may be worth more than the immediate yield and experimentation may be justified.

The optimal industrial targeting policy maximizes the expected discounted stream of investment tax (or license fee) revenues received by the Southern government, i.e., the limit of the sequence of partial sums $E \sum_{t=1}^{N} \sum_{t=0}^{\infty} \beta^t \tilde{W}_i(x_i(t)) \Delta_i(t)$.20 According to a well-known result for the MAB problem, the optimal policy for the government targeting only one industry at a time ($M=1$) is to target at every period of time the industry with the greatest current Gittins index $m_i(x_i)$. The industry-specific Gittins index, $v_i(x_i)$, also known as the dynamic allocation index (DAI), represents the amount that makes the policy maker indifferent between the options of continuing the targeting of industry $i$ and abandoning that industry forever in exchange for the guaranteed one-time reward $v_i(x_i)$.21

---

19 Another common set-up for the MAB problem is the one in which the decision-maker perceives the reward as a random variable having a continuous distribution (e.g., a normal random variable) with unknown mean and known variance. See, for example, Lai (1988). Benkherouf et al. (1992) use the MAB framework to model oil exploration by a company which can drill sequentially in several areas with unknown amount of oil. They assume that the company’s priors are represented by either Euler or Heine families of probability distributions.

20 To ensure the existence of the sequence’s limit, I assume that expected total discounted reward from targeting any of the industries is finite: $E \sum_{i=1}^{\infty} \beta^t |\tilde{W}_i(x_i(t))| < \infty$ for $i \in \mathcal{N}$.

21 The formal definition of the Gittins index is given in the Proof of Proposition 1 in Appendix A. The optimal policy for the Southern government is to license at each stage a firm in the industry that has the highest index $v_i(x_i)$ greater than zero. If there are no $v_i(x_i)$ greater than zero for $i \in \mathcal{N}$, then there are no industries in the set $\mathcal{N}$ that have positive experimentation value for the South’s government given its priors about the comparative advantage of country South in these industries.
Formally, the optimal strategy for \( M=1 \) is defined by:

\[
\Delta_i(t) = \begin{cases} 
1 & \text{if } v_i(x_i(t)) = \max_{1 \leq j \leq N} \{v_j(x_j(t))\} \\
0 & \text{if otherwise}
\end{cases}
\]  

(6)

It is known that for the multi-armed bandit problem, the policy of selecting the arms with the \( M \) largest Gittins indices may be suboptimal.\(^{22}\) Therefore, the optimal strategy for a version of the targeting problem, in which the policy-maker can at each time select up to \( M>1 \) industries, cannot be described in terms of the Gittins indices.

However, the Gittins index policy for the MAB problem with \( M>1 \) provides a computationally simple heuristic, which in the long-run is almost optimal both in terms of the value it generates (i.e., asymptotically optimal) and in terms of the actions it prescribes (i.e., turnpike optimal).\(^{23}\) Therefore, by following the Gittins index heuristic over a long horizon, the policy-maker will choose optimal actions most of the time.

In the context of industrial targeting policy, asymptotic optimality and turnpike optimality of the Gittins index strategy suggest that the government, which has the targeting capacity \( M>1 \), can satisfactorily solve a problem for which the optimal solution is intractable. Therefore, I assume that the government conducting the industrial targeting policy uses a simple, albeit only almost optimal, index-based strategy rather than the computationally complex optimal strategy.\(^{24}\)

4. Properties of the experimental industrial targeting policy

The value of experimentation in industrial targeting is reflected in the option-like properties of the Gittins dynamic allocation indices determining the order in which the government “picks the winners” among industries. The index increases with the variance of reward, very much like the value of a call option increases with the variance of the underlying stock. Therefore, through their effect on the variance of the welfare reward both an increase in the fixed cost \( K_i \) and an increase in uncertainty about the quality of the match between the foreign technology and local labor lead to an increase in the dynamic

\(^{22}\) The version of the MAB problem with \( M>1 \) belongs to the class of \( \mathcal{NP} \)-complete problems which is characterized by the extreme computational complexity of finding an optimal strategy. The problems of this class are usually solved by enumerative methods such as the branch-and-bound method. However, a simple heuristic whose performance is arbitrarily close to optimal strategy often exists even in those cases in which the problem of finding an optimal solution has been proved \( \mathcal{NP} \)-hard.

\(^{23}\) Whittle (1988) and Weber and Weiss (1990) were the first to propose the index policy heuristic for the multi-armed bandit problems in which a gambler can pull more than one arm at a time. The asymptotic optimality of the Gittins index policy for \( M>1 \) was demonstrated by Ishikida and Varaiya (1994). The turnpike optimality requires that in the long-run the fraction of decision times during which the prescription of the index policy contravenes the prescriptions of the optimal policy is zero. The approach developed by Weiss (1994) for optimal scheduling of stochastic jobs on parallel servers can be used to prove the turnpike optimality of the Gittins index policy for \( M>1 \).

\(^{24}\) Schmalensee (1975) advocated consideration of asymptotically optimal learning strategies in those economic contexts where such strategies are more behaviorally plausible than the optimizing behavior, which can be ruled out based on its complexity.
allocation index. The following proposition summarizes this and other properties of the dynamic allocation index relevant for the industrial targeting problem.

**Proposition 1.** The dynamic allocation index \( m_i(\bar{W}) \) for industry \( i \) increases in the fixed cost \( K_i \), the variance of the match quality parameter \( \tilde{p}_i \), and the number of entrepreneurs willing to establish firms using technology \( i \) in country South, \( \bar{n}_i \).

**Proof.** See Appendix A.

Fig. 1 provides the graphic illustration of the index-based industrial targeting policy. The points on the plane represent industries characterized by the fixed cost (measured on the vertical axis) and South’s expected comparative advantage (measured on the horizontal axis). A countable set of industries available for targeting is represented by area \( \mathcal{N} \). The figure also shows iso-welfare and iso-DAI curves (i.e., the loci of industries characterized by the same levels of immediate expected welfare and the dynamic allocation index).

It is assumed that the Southern government’s initial beliefs about the quality of a match between labor and technology in the set \( \mathcal{N} \) is represented by the probability density function beta (1,2).\(^{25}\) The number of entrepreneurs willing to establish new firms in South is sufficiently large and assumed to be the same for all industries. Thus, industries differ only in terms of the fixed cost and the expected comparative advantage coefficient.

\(^{25}\) I assume that the variance of the comparative advantage coefficient is same in all industries. Since this assumption is ensured by setting \( |a_i^{\text{high}} - a_i^{\text{low}}| = 1 \) for all \( i \) and since for simplicity I also assume that the coefficient of comparative advantage is non-negative (i.e., \( a_i^{\text{high}}, a_i^{\text{low}} \geq 0 \)), it follows that \( \bar{a}_i(1/2) \geq 1/2 \). An industry \( i \) with \( \bar{a}_i(1/2) = 1/2 \) must have \( a_i^{\text{high}} = 1 \). Therefore for any posterior beliefs \((r,n)\), South will not have comparative advantage in that industry. Hence, an industry that has \( \bar{a}_i(1/2) = 1/2 \) will be characterized by the dynamic allocation index equal to zero for any posterior beliefs, i.e., \( m_i(r,n) = 0 \).
As shown in Fig. 1, the Southern government would prefer industry Y to industry X according to the myopic criterion of maximizing immediate expected welfare reward but not according to the index policy criterion. One can see that, depending on the shape of the “cloud” of industries \( N \), there are industries which yield negative expected welfare and in which South does not have any “myopic” comparative advantage (i.e., for these industries \( \bar{a}_i < 1 \)). However, some of these industries might get priority under the government’s optimal targeting policy over the industries, which yield positive immediate welfare and in which South has myopic comparative advantage (i.e., those industries for which \( \bar{a}_i > 1 \)). For example, the government will prefer to target the industries in the area B over the industries in the area A even though in the short-term such policy is expected to bring welfare loss. One can also infer from Fig. 1 that unlike immediate welfare reward the dynamic allocation index always increases as we move northeast from the origin. This is because larger sunk cost \( K_i \) implies larger variance of reward, which always makes an industry more attractive for targeting according to the index criterion but not according to the myopic criterion.

As the number of potential entrants \( \bar{n}_i \) in the industry \( i \) in country South increases (for example, with the size of the industry in North), the scope for experimentation by the Southern government also increases, and this leads to a higher dynamic allocation index. As \( \bar{n}_i \) reduces to one, the index converges to the immediate reward. Therefore, we can hypothesize that if the size of the industry in country North is an indicator of the number of entrepreneurs seeking to establish firms in that industry in country South, then industries, which are large in North, are more likely to have higher priority in the industrial policy of the South’s government even when prior information indicates that South does not have a comparative advantage in that industry.26

This effect can be illustrated by examples from the history of automotive industry in Latin American countries. For example, the governments of Mexico and Brazil in the 1950s and 1960s focused their efforts on promoting the car assembly by instituting various subsidies and tax preferences for this downstream segment of the automotive industry. In many cases, these governments relaxed or even waived for multinational automotive companies the existing local content rules that otherwise would have favored production of automotive components rather than cars.27

---

26 It is possible that in industries with high fixed costs, the total number of firms will be low. If the main determinant of the number of potential entrants in South, \( \bar{n}_i \), is the total number of firms in industry \( i \) in North, then an increase in \( K_i \) might indirectly reduce the industry’s dynamic allocation index by leading to a lower \( \bar{n}_i \). By contrast, according to Proposition 1, the direct effect of an increase in \( K_i \) is to increase the dynamic allocation index. To establish which of the two effects will be stronger it is necessary to have an explicit model connecting \( K_i \) and \( \bar{n}_i \). Such a model is beyond the scope of this paper.

27 What makes automotive industry in these countries a particularly good example for discussing industrial targeting is the fact that the governments in this region were often confronted with a very stark choice between promoting car assembly and promoting production of automotive components. The reason for this is that multinational automotive companies very rarely make greenfield investments in developing countries by building production plants on completely new sites. Instead, they prefer to make brownfield investments by redeveloping the existing production sites or not to invest at all. While allocation of greenfield sites was not difficult for the governments because they are abundantly available, the availability of brownfield sites was limited even in large developing countries. For every site that was suitable for automotive manufacturing, the governments typically had several competing offers from automotive multinationals to build new assembly or component-manufacturing facilities on this site (see Havas, 1997; Shaiken and Herzenberg, 1987). By choosing between the assembly and component-manufacturing projects these governments were making clear-cut industrial targeting decisions.
Initially, there were many foreign automakers willing to take the advantage of these policies and cheap labor in these countries. However, since most components for the assembly had to be delivered from abroad, the labor cost advantages of these countries were not sufficient to compensate for their poor infrastructure, which inhibited the just-in-time delivery of components and resulted in high overhead cost of assembly. Multinationals began to demand greater incentives in exchanges for their commitment to continue the assembly operations in these countries. Consequently, the governments shifted the emphasis in their promotion policies to manufacturing of automotive components, which was less dependent on the infrastructure but required investments into more capital- and skilled-labor-intensive technologies. Prompted by this policy shift, some automotive multinationals ventured to build sophisticated stamping, body shop and engine production facilities, which they initially considered unsuited to these Latin American countries. As it turned out later, upstream production of supply parts, in particular car engines and transmissions, was more efficient than downstream assembly in these countries (see Shaiken, 1995).

According to Proposition 1, among the reasons for the described sequencing of the automotive industry segments in the industrial targeting policies conducted by these governments could be the number and characteristics of potential projects that foreign car makers were willing to undertake in these countries. Since there were more potential entrants, the host countries’ governments had more room to experiment in the assembly segment in order to find out how well it was suited to their economies. Although automotive component manufacturing had an advantage of being less dependent on the local infrastructure, it had fewer potential entrants that could be targeted with special entry incentives in the host country. Therefore, given the uncertainty of the eventual outcome in both segments of the automotive, the learning considerations led first to the promotion of foreign investments in the local assembly even though prior beliefs were suggesting that components manufacturing could give greater immediate payoff.

28 For example, both the Brazilian and the Mexican governments imposed stricter local content rules on assemblers and redirected subsidies and tax incentives toward projects aimed at developing component manufacturing. A commonly cited alternative explanation for this policy shift is that large volume of component imports for the assembly plants worsened the countries’ trade balances and came into conflict with the import substitution goals of these governments. However, this explanation does not answer the question why the governments did not concentrate their targeting efforts on components manufacturing from the start of their targeting policies in the automotive industry.

29 The most notable examples in Mexico are Ford’s automotive engine plant in Chihuahua, built in 1983, which exports 90% of its output to the U.S., and Nissan’s engine and gearbox plant in Aguascalientes, serving the company’s U.S. car assemblers. Mexico’s engine exports soared from 320,000 units in 1982 to about 1,256,100 in 1994, and the value of its component exports rose from $212 million to over $2 billion (see Shaiken, 1995).

30 Automotive multinationals were more willing to set up kit assembly plants in these countries rather than build component plants. One of the reasons for this had to do with the high degree of modularity and flexibility of the automotive assembly, which made it easily fungible. The scale of operations could be reduced or expanded without significant additional investments by changing the degree of subassembly in the knocked down car kits that were imported from abroad. This made investments into assembly plants somewhat more reversible and less risky than investments into less fungible component production (see Lung, 2000).

31 The motive to use industrial policy for generating new information on the suitability of automotive technology to local conditions was also emphasized by Hoff (1997) in the context of the Brazilian government’s policy toward automotive industry in the 1950s and 1960s. Using a model that is different from ours, Hoff (1997) analyzed how the government intervention can create more information on relative efficiency of different sectors and how this information can improve resource allocation.
Some readers might object to this interpretation of events by suggesting that the governments were too myopic to take learning considerations into account and that they targeted the assembly projects simply because they underestimated the importance of good infrastructure for automobile assembly. That might be the case for the Latin American governments that started their policies in the 1950s, i.e., in the beginning of internationalization of automotive production. However, it is unlikely that some 20 years later there were developing countries, in which policy-makers were still unaware of the insufficiency of cheap labor alone without good infrastructure to ensure the success of local automotive assembly. Nevertheless, many developing country governments throughout the world followed the pattern of targeting the assembly segment first despite the criticism that they were committing the same mistake in their policies that their counterparts in Latin American developing nations had made in the 1950s and 1960s.

If considered in the context of optimal experimentation, there is nothing irrational in the behavior of developing country governments which in the 1970s and the 1980s began to pursue the automotive industry policies that had already been abandoned by other governments in the economic environments with very similar labor market and infrastructure characteristics. In fact, this historical incidence of “policy dispersion” bears much resemblance to the phenomenon of price dispersion that was first explained by Rothschild (1974) using the concept of incomplete learning. He showed that if there are several players who do not perfectly observe each other’s histories of experimentation, there is a positive probability that they will settle on different arms (or stochastic reward processes) all thinking that it is the other players who are playing the wrong arm after having had bad draws on the right arm. Similarly, given the inherent uncertainty of the

32 An alternative interpretation of the described pattern of automotive industry development in these countries can be based on the adaptive-learning rather than the Bayesian-learning framework. This interpretation would emphasize the active role of the automotive multinationals in adapting their production networks to the local conditions of developing economies. According to this interpretation, the car makers started with building assembly plants because they needed to accumulate experience about the local economic environment using relatively simple small-scale technologies. The acquired experience would later be used in component manufacturing, which required large-scale investments. The local governments just passively reacted to the multinationals’ strategies by providing production sites for all their projects. However, there are problems with this interpretation. First, as discussed above, the governments had to make active targeting decisions every time they were selecting between assembly and component-manufacturing proposals for a given brownfield site. Second, because of the differences in technologies, very little uncertainty regarding the match between local labor and component manufacturing technology can be resolved by operating assembly plants (see Shaiken and Herzenberg, 1987). A more nuanced and complex model would interpret the process of international fragmentation of the automotive industry as bilateral search process that combines elements of Bayesian learning on the sides of both host country governments and multinationals. In such a model, both companies and governments would be testing the match between the host countries’ economic environment and the foreign companies’ technologies. However, the focus of this paper is on the effect of the government’s experimental policy activism on the country’s ability to specialize according to comparative advantage. This effect can be best analyzed using a simpler model of one-sided Bayesian learning considered here.


34 It is worth quoting Rothschild (1974) in this regard: “One could well ask whether they (stores) would be content charging the prices that they think are best while observing that other stores—presumably rational—are charging different prices. I do not think this is a particularly compelling point. Unless store A has access to store B’s books, the mere fact that store B is charging a price different from A’s and not going bankrupt is not conclusive evidence that A is doing the wrong thing. Who is to say A’s experience is not a better guide to the true state of affairs than B’s?”
match between the foreign automotive technology and the local economic environment, the governments that targeted the automotive assembly segment in the 1970s and 1980s might have interpreted the earlier experience of the other governments with the assembly plants as bad luck and decided to promote this segment of the industry because of its high experimentation value.

5. The long-run pattern of specialization

I now turn to the examination of the set of industries in which the country will specialize in the long-run if its industrial targeting policy is governed by the optimal (or almost optimal) strategy as defined in Section 3. To this end, I analyze the stochastic convergence properties of the index-based industrial targeting process.

In this section, I assume that for each Northern technology \( i \in \mathcal{N} \) there is unlimited number of entrepreneurs wishing to establish firms in country South. As in the previous sections, all new firms in South produce to sell in the Northern market. Moreover, since I assume that, despite entry of new firms, South remains much smaller than North, the terms of trade between the two countries continue to be determined by the supply and demand conditions in North. Therefore, the prices, the expected profits or losses of new firms, and the expected welfare of the Southern government are the same as in Section 2.35

Suppose at each time \( t \) there is a priority ordering of the available industries \( J(t) = (1, 2, \ldots, N_t) \) which ranks them by the size of their indices

\[
v_1(x_1(t)) \geq v_2(x_2(t)) \geq \ldots \geq v_{N_t}(x_{N_t}(t))
\]

Then the set of targeted sectors (i.e., the set of industries targeted at time \( t \) by licensing new firms in these industries) is formally defined by \( 36 \)

\[
T_t = \{ j_t : j_t \leq M \}
\]

The initial set of targeted sectors \( T_0 \) consists of the industries with the \( M \) highest indices given the prior beliefs \( x_i(0) = (r_i, n_i) \), \( i = 1, 2, \ldots, N \). Let

\[
m^* = \sup_{j \in \mathcal{N} \setminus T_0} v_j(x_j(0))
\]

Define \( x(\tau) = (x_1(\tau), \ldots, x_N(\tau)) \) to be the vector of posterior beliefs about the quality of the match between the available technologies and Southern labor at time \( \tau \). The set of the

\[\text{\textsuperscript{35}}\text{ It is also assumed that the set } \mathcal{N} \text{ of available Northern technologies is such that it makes sense for the Southern government to experiment with any of them; that is, I rule out technologies characterized by such a random productivity parameter that licensing a firm with such a technology can yield negative (positive) expected welfare even under the most optimistic (pessimistic) beliefs about the quality of match with local labor. More formally, I rule out the technologies for which } E(\tilde{W}_i|\bar{p}_i = 1) < 0 (E(\tilde{W}_i|\bar{p}_i = 0) > 0) \text{, where } \bar{p}_i \text{ is the expected probability of a good match.}
\]

\[\text{\textsuperscript{36}}\text{ The results of this section can be easily restated for the special case when } M = 1 \text{ and the set } T_t \text{ is a singleton. Therefore, our characterization of the long-run stochastic properties of the almost optimal policy is also applicable for the optimal targeting policy under the constraint } M = 1.\]
targeted sectors $T_0$ will remain unchanged by time $t$ if the vector of beliefs updated after every new entry satisfies the inequalities:

$$v_j(x_i(t)) \geq m^* \text{ for } i \in T_0 \text{ and } \tau = 1, 2, \ldots, t$$

To analyze the set of the targeted sectors in the long-run, or as time $t$ goes to infinity, I will characterize the probability distribution of the number of periods during which the above inequalities remain valid.\(^{37}\)

The support of the random variable $\tilde{\gamma}_i$ is denoted by $\tilde{\gamma}_i = \{\gamma_i^{low}, \gamma_i^{high}\}$. The two outcomes in the support correspond to the realizations of the productivity parameter $\gamma_i$ under the good and bad matches between local labor and technology $i$. The vectors of productivity realizations in the targeted industries are the elements of the $M$-fold Cartesian product of $\Gamma_i$ denoted by $\Gamma = \times_{i=1}^M \Gamma_i$.

The sequences of vectors of productivity realizations after $t$ consecutive entries of new firms in each of the industries in the set $T_0$ are the elements of the $t$-fold Cartesian product of $\Gamma$ denoted by $\Gamma^t = \times_{i=1}^M \Gamma_i$. Given the vector of the true probabilities of high productivity realizations $p=(p_1, \ldots, p_M)$, the probability of observing a specific sequence of vectors $\gamma^t \in \Gamma^t$ is defined by

$$P(\gamma^t \mid p) = \prod_{i \in T_0} \text{Prob}(\tilde{\gamma}_{ik} = \gamma_{ik}, 1 \leq k \leq t \mid p_i) = \prod_{i \in T_0} p_i^{s_i} (1 - p_i)^{t-s_i}$$

where $\gamma_{ik}$ is the realization of the productivity parameter of the $k$th entrant in industry $i$ and $s_i = \sum_{k=1}^t 1_{\{\gamma_{ik} = \gamma_i^{low}\}}$ is the number of high productivity (low cost) realizations after $t$ entries of firms in industry $i$.

Denote by $G^t$ the set of all $t$-element sequences of realizations of productivity vectors after licensing $t$ firms in each of the industries in the targeted set $T_0$ such that after these realizations the elements of the targeted set are the same as in the beginning of the policy implementation. Clearly, $G^t \subset \Gamma^t$. Then the probability that the elements of the targeted set are unchanged by time $t$ given that the vector of the true probabilities of high productivity (good match) is $p$ is defined by

$$P_{\gamma^t}(t) = \int_{G^t} P(\gamma^t \mid p) d\gamma^t$$

Define $\Psi_{T_0}^p(t) = \lim_{t \to \infty} P_{\gamma^t}(t)$ to be the probability that the country will specialize in the long-run in the same set of industries in which it specializes at time $t=0$ given that the vector of the true probabilities of the good match between the technologies and local labor is $p$. The limit exists because $P_{\gamma^t}(t)$ is non-increasing in $t$ and bounded.

\(^{37}\) To eliminate the trivial cases, I assume that the set $\mathcal{N}$ contains only "competitive" technologies. This means that for each technology $i$ in $\mathcal{N}$, the random match-quality parameter includes in its support an outcome which allows $i$ to "overtake" by some time $\tau$ other technologies and be included in the set of the targeted sectors $T_\tau$ under some vector of posterior probabilities of the good match $x(t)=(x_1(t), \ldots, x_N(t))$. Under this condition those technologies that were not included in the set of the targeted sectors under one vector of beliefs have a chance of eventually replacing the technologies that were initially there if the latter perform in an unsatisfactory way and the beliefs about their match quality deteriorate. Formally, this condition is determined by: $\cap_{i \in \mathcal{N}} E(W_i \mid \tilde{p}_i = 1)$, $E(W_i \mid \tilde{p}_i = 1) \neq \emptyset$. 
Now I can characterize the conditions under which the country will eventually specialize in the set of industries, which its government targeted at the start of its learning process based on the available information and the index-based strategy. The main result of this section is formulated in the following proposition.

**Proposition 2.** For each industry \( i \in T_0 \) there exists a probability \( p_i^* \) such that (1) if \( p_i < p_i^* \) for any \( i \in T_0 \), then \( \Lambda_{p}^{T_0} = 0 \), and (2) if \( p_i \geq p_i^* \) for all \( i \in T_0 \), then \( \Lambda_{p}^{T_0} > 0 \).

**Proof.** See Appendix A. \( \square \)

Proposition 2 suggests that for each industry \( i \) in the initial set \( T_0 \) we can find a certain probability \( p_i^* \) such that if for at least some \( i \in T_0 \) the true probability of the good match \( p_i \) is less than \( p_i^* \), then the country will eventually abandon some or all of the technologies in the set \( T_0 \) in favor of some other technologies, which are not in the set \( T_0 \). The converse is correct if the true probability of the good match between local labor and the technology exceeds a certain level \( p_i^* \) for all \( i \in T_0 \). Therefore, Proposition 2 makes it possible to determine how good the technologies have to be in reality so that once they are selected for promotion, they have a chance of continuing to be promoted in the long-run based on the performance of new firms using these technologies.

Since \( \alpha_i(p_i) \) is an increasing function of \( p_i \), the results of Proposition 2 can also be formulated in terms of the true coefficient of comparative advantage \( \alpha_i(p_i) \). In these terms, the main implication of Proposition 2 is the possibility that a country will not specialize in the long-run in an industry in which it has the greatest true comparative advantage \( \alpha_i(p_i) \). While some technologies may be better than the others in terms of the country’s true comparative advantage, they may be not good enough (i.e., \( \alpha_i(p_i) < \alpha_i(p_i^*) \)) to remain in the targeted set forever even if they were targeted at some time. With probability one the government will target these technologies only in a finite number of periods and will never learn the true competitiveness of its country with these technologies, because its posterior beliefs will be updated only a finite number of times. When this happens, the long-run specialization in these truly best technologies occurs with probability zero, and the country eventually specializes in the “wrong” set of technologies. These are not the best among available technologies but their comparative advantage coefficients exceed the critical bounds \( \alpha_i(p_i^*) \) and, therefore, they can perform well enough not to induce the government to look for better technologies.

The result presented in this section offers a new angle in the debate about the benefits of government intervention in the market mechanism. Specifically, this result indicates that...
because of the government’s failure to learn the country’s true comparative advantage, the targeted promotion of firms’ entry may eventually steer the country away from industries in which it can be truly competitive. When contrasted with the known results on multi-agent market learning, the result of this section gives us reasons to believe that because of the government’s learning failure, the small open country’s long-run pattern of specialization under incomplete information may be closer to the full information optimum pattern if it is achieved through decentralized “unassisted” entry and exit decisions of firms rather than through the industrial targeting policy.

Incomplete learning implies that realization paths of the optimal policy for the underlying MAB problem are distributed “near” the full information optimal policy (i.e., the optimal policy chosen by the policy maker who has prior knowledge of the true distribution parameters of rewards in the MAB problem). Therefore, in a setting with many independently experimenting agents, there is a positive probability that at any period of time they will hold differing posterior beliefs even if all of them began with the same prior beliefs and acted optimally at all times. This dispersion of beliefs improves the chances that mistaken views will not dominate in the long-run. Using this argument and the results about the stochastic survival of a set of targeted industries formulated in Proposition 2, it can be conjectured that if specialization according to full information comparative advantage is taken as a criterion, then parallel experimentation with alternative technologies pursued independently by a large number of entrepreneurs will yield a better outcome than promotional experimentation by a single policy maker.

A more detailed examination of this conjecture requires explicit modeling of the market failures that characterize unassisted experimentation by firms, which given the difficulty of this task is better left for a separate paper. Therefore, here we deliberately discuss the conjectured effect and its supporting heuristics in an informal way. However, the arguments in support of the conjecture can be made fully rigorous by building on the material contained in the papers by Anantharam et al. (1987), Ishikida and Varaiya (1994), and Smith (1991).

One difficulty in modeling experimentation in the multi-agent setting is that the agents can learn by observing each others’ experiments (observational learning) as well as from their own experience (experiential learning). The informational spillovers from private experimentation create an externality that transforms the bandit problem into a game of strategic experimentation. In this game, agents might underinvest in gaining information through their own experience and rely too heavily on observational learning from the experimentation of others. The latter effect creates a possibility of informational herding that can arise in the environment in which agents must choose actions among a number of alternatives, having observed their own private signals about the relative value of actions.

---

40 Formal proof of the conjecture would involve the examination of conditions under which a collection of optimal policies for $M$ independent agents confronting the common-value MAB problem and able to target a single reward process at a time yields a higher expected welfare than the optimal policy for the same MAB problem with a single agent who has the capacity to target $M$ reward processes at a time.

41 Unlike the model analyzed in this paper, a model of decentralized learning would have to consider the firms that have the ability to experiment by changing their adopted technologies at least once during their lifetime.
and the actions chosen by other agents (see Banerjee, 1992; Bikhchandani et al., 1992). Therefore, similar to incomplete learning effect of optimal experimentation in a single-agent model, misguided herds may arise from optimal actions of individual agents in the multi-agent learning context.

However, the herding externality does not arise under a set of conditions that prevent agents from relying too much on learning from each other (see Banerjee, 1992). Appropriate “compartmentalization” of the learning environment balances agents’ experiential and observational learning incentives and ensures that each agent’s individual risk of the learning failure is minimized without leading to misguided herding. For example, Smith (1991) considers agents that enter sequentially and learn by observing a “snapshot” of the actions taken by a fraction of agents from previous generations before solving their own bandit problem. In Smith’s framework, strategic behavior is limited because agents are not allowed to observe each other once they have entered. Smith shows that the incomplete learning result described by Rothschild (1974) is not robust to this form of market learning. The most profitable action is eventually chosen by the market with probability one, as opposed to the case of an isolated agent, who might take less then the most profitable actions forever even under the optimal learning policy.42 The condition that the agent can learn from fragments of the past experience of a subset of other agents rather than from all accumulated experience of all agents is not that restrictive and is very likely to obtain in the context of learning by entrepreneurs investing in the foreign country.43 Therefore, learning in which industries the country has true comparative advantage and eventual specialization according to full information are more likely to occur under decentralized experimentation by many firms, than under the targeting policy experimentation by the single policy-maker.

6. Conclusion

A standard justification for industrial targeting policy involves either externalities or coordination failures that inhibit the introduction of new goods, or lead to a less than socially optimal rate of entry by new firms. However, the sheer fact that the industries in which the government intervenes are new for the country (or even nonexistent before the intervention) implies that there is always a great deal of uncertainty about the outcomes of such intervention. The government’s inability to intervene in all the industries, in which its

---

42 The definition of complete learning in the market will be different from the definition of single-agent complete learning. While defining complete market learning formally is outside the scope of this paper, intuitively such a definition will have to incorporate the almost sure convergence to the full-information optimal actions by individual agents and the convergence of the proportion of such agents in the entire agent population to one.

43 Banerjee and Fudenberg (1995) and Smith and Sørensen (1996) considered models that correspond to word-of-mouth type of social learning. In their models individuals observe not the entire action history of all agents, but rather unordered action samples from the pool of history. They showed that when the sampling mechanism favors the more recent past full learning can usually be achieved. However, learning is incomplete if the sampling mechanism over-samples the more remote past.
intervention may be desirable, implies that under uncertainty it will necessarily experiment in allocating its scarce targeting capacity. The set of targeted industries will change in the course of such policy experimentation as the uncertainties about the industries are resolved.

In this paper, the optimal industrial targeting policy of the government, which wants to discover in which industries its country has the greatest comparative advantage and, at the same time, maximize the flow of welfare during the process of search for such industries, is represented as the Gittins index-based solution to the multi-armed bandit problem. Using this solution, the paper analyzes how the government’s choice of industries under the optimal targeting policy is affected by such parameters as the set-up cost, the variance of the unknown productivity parameter, and the size of the ‘experimentation field’ determined by the number of entrepreneurs willing to test the new technology in the economic environment of the country.

Having clarified the main features of the industrial targeting policy pursued by a welfare maximizing government under uncertainty, this paper analyzes the long-term outcome of such a policy. It is demonstrated that even under the optimal targeting policy the country might eventually specialize in the industries in which it does not have comparative advantage. The possibility of failure to specialize according to comparative advantage suggests that industrial targeting policy as a form of government intervention in economic development does not guarantee improved efficiency in the long-run, even if it is justified in the short run by the need to overcome market failures and facilitate entry of new firms. The paper advances arguments suggesting that although decentralized, unassisted entry and exit decisions by firms may be costlier in the short run in terms of possible negative externalities or coordination failures, in the long-run such decentralized experimentation has a better chance of leading to a more efficient specialization of the country as a whole.

One issue that the paper leaves open is characterization of targeting policy in the environment in which the set of industries that can be targeted changes as a result of innovation and the advent of new technologies. For example, assuming a stochastic arrival of new technologies, the government’s targeting problem can be formulated in the context of the so-called “arms-acquiring bandit”, which also has an index-based optimal solution. Further, to make the multi-armed bandit model of industrial targeting policy more realistic, one could introduce a cost of adjusting the set of targeted industries in the course of policy implementation. The main difficulty in analyzing such an extension is in presenting the optimal policy in an analytically tractable way because, under the condition of costly experimentation, the index-based formulation of the optimal solution for the multi-armed bandit problem does not exist.

Acknowledgements

I would like to thank Paul Krugman, John Roberts, Philipp Afeche, Michael Herron, T. L. Lai, three anonymous referees, and participants at seminars at the Stanford University Graduate School of Business, and at the Graduate School of International Relations and Pacific Studies at the University of California at San Diego for helpful discussions.
Appendix A

Proof of Proposition 1. (I) The Gittins index for the industrial targeting problem is defined by:

\[ v_i(x_i) = \max_{\tau > 0} \frac{E \left\{ \sum_{t=0}^{\tau-1} \beta^t \tilde{W}_i(x_i(t)) \mid x_i(0) = x_i \right\}}{E \left\{ \sum_{t=0}^{\tau-1} \beta^t \mid x_i(0) = x_i \right\}} \]  

where \( \tau \) is a stopping time with respect to the filtration generated by the past history of targeting the industry \( i \). Assuming that at each decision time the government has the option to suspend targeting any industry with guaranteed zero reward, the index is nonnegative. Therefore, rewriting the index in the following form immediately shows that it is increasing in \( K_i \):

\[ v_i(x_i) = \max_{\tau > 0} \frac{K_i E \left\{ \sum_{t=0}^{\tau-1} \beta^t [\bar{a}_i(x_i(t)) - 1] \mid x_i(0) = x_i \right\}}{E \left\{ \sum_{t=0}^{\tau-1} \beta^t \mid x_i(0) = x_i \right\}} \]  

Q.E.D.

(II) Omitting the industry subscript, the variance of an industry’s welfare reward in the state beta \( (r,n) \) is given by

\[ \text{Var}(\tilde{W}(r,n)) = K^2 \text{Var}(\tilde{p}) = K^2 \frac{(1 - r/n)r/n}{n + 1} \]

Since the variance of a random variable \( \tilde{p} \) with p.d.f. beta \( (r,n) \) is defined by \( \text{Var}(\tilde{p}) = [(1 - r/n)r/n]/(n + 1)] \), a mean-preserving increase in the variance is equivalent to a decrease in \( n \) for a fixed ratio \( r/n \).

Now, let us consider a problem in which the Southern government can promote only a single foreign technology. Let the prior beliefs about the quality of the match between the foreign technology and labor in country South be determined either by the p.d.f. beta \( (r,n) \) or by the p.d.f. beta \( (r',n') \), such that \( r/n = r'/n' \), and \( n > n' \). Hence, the beliefs about the quality of the match in the industry characterized by the imported foreign technology can evolve according to one of the two Markov chains \( x(t) \) and \( x'(t) \), \( t = 0,1,2,\ldots \), defined respectively on the state spaces \{\((a,b), a = r,r+1,r+2,\ldots ; b = n,n+1,n+2\)\} and \{\((a',b'), a' = r',r'+1,r'+2,\ldots ; b' = n',n'+1,n'+2,\ldots \)\}.

Define for \( t = 1,2,\ldots \), the rewards

\[ \tilde{W}_i(t) = \tilde{W}(x(t - 1)) \quad \text{and} \quad \tilde{W}'_i(t) = \tilde{W}(x'(t - 1)) \]

Denote by \( \mathcal{F}(t) \) and \( \mathcal{F}'(t) \) the sigma algebras representing information accumulated by observing the productivity of new firms in the industry by time \( t \). Let \( \tilde{W} = \{ \tilde{W}_i, \mathcal{F}(t) \}_{t=1}^{\infty} \)
and $\tilde{W}'=\{\tilde{W}_t', \mathcal{F}(t)\}_{t=1}^{\infty}$ be the stochastic reward processes associated with targeting the industry based on the foreign technology when the beliefs evolve respectively from the initial states $x(0)=(r, n)$ and $x'(0)=(r', n')$.

Assume that the number of new firms, which can enter the industry, is bounded by $n^*$. Define

$$v^{n^*}(x) = \max_{n^* \geq t > 0} \frac{E\left\{ \sum_{t=0}^{t-1} \beta^{t} \tilde{W}(x(t)) \mid x(0) = x \right\}}{E\left\{ \sum_{t=0}^{t-1} \beta^{t} \mid x(0) = x \right\}}$$

and let

$$\sigma(n^*) = \min\{n^*, \inf\{t : v^{n^*-t}(r + s_t, n + t) < v^{n^*}(r, n)\}\}$$

where $s_t = \sum_{j=1}^{t} 1_{\tilde{g}_j = \tilde{\gamma}^\text{low}}$. The following result is due to Gittins (1989, p. 47):

$$v^{n^*}(x) = \sup_{n^* \geq t > 0} \frac{E\left\{ \sum_{t=0}^{t-1} \beta^{t} \tilde{W}(x(t)) \mid x(0) = x \right\}}{E\left\{ \sum_{t=0}^{t-1} \beta^{t} \mid x(0) = x \right\}} \quad \text{(A.1)}$$

For $n^* = 1$ we have

$$v^1(r, n) = \tilde{W}(r, n) = \tilde{W}(r', n') = v^1(r', n')$$

If $n^* = 2$, one obtains

$$\sigma(n^*) = \begin{cases} 1, & \text{if } \tilde{\gamma}_1 = \tilde{\gamma}^\text{high} \\ 2, & \text{if } \tilde{\gamma}_1 = \tilde{\gamma}^\text{low} \end{cases}$$

Hence,

$$v^2(r, n) = \frac{(1 - r/n)\tilde{W}(r, n) + [\tilde{W}(r, n) + \beta\tilde{W}(r + 1, n + 1)]r/n}{(1 - r/n) + [1 + \beta]r/n}$$

$$= \frac{1 + \frac{r}{n} \beta \tilde{W}(r + 1, n + 1)}{1 + \frac{r}{n} \beta} \tilde{W}(r, n) \quad \text{(A.2)}$$

Since $[(r' + 1)/(n' + 1)] > [(r + 1)/(n + 1)]$, we have $\tilde{W}(r' + 1, n' + 1) > \tilde{W}(r + 1, n + 1)$ and $v^2(r', n') > v^2(r, n)$.

Assume now that for $t=2, \ldots, n^*-1$, if $r/n = r'/n'$, and $n > n'$, then $v^1(r', n') > v^1(r, n)$. We need to show that the following is also true:

$$v^{n^*}(r', n') > v^{n^*}(r, n).$$
Given the assumption of the inductive hypothesis, for \( t = 2, \ldots, n^* - 1 \), from \(((r+s)/n+t) \leq (r/n)\) it follows that \( v^{r+s-n}[(r+s)/n+t] \leq v^{r_*}[(r,n)]\). Also, it follows from the definition of \( v^{r_*}[(r,n)]\) that \( v^{r_*-t}[(r,n)] \leq v^{r_*}[(r,n)]\), \( t = 2, \ldots, n^* - 1\). Therefore, when \(((r+s)/n+t) \leq (r/n)\) we have \( v^{r_*-t}[(r+s)/n+t] \leq v^{r_*}[(r,n)]\).

Now notice that from \( t < \sigma(n^*)\) it follows that \(((r+s)/(n+t)) > (r/n)\), which implies that \((s,t) > (r/n)\).

Define for the Markov chains \( \{x(t)\} \) and \( \{x'(t)\}, t = 0,1,2,\ldots \), the random productivity parameters \( \gamma_t = \gamma(x(t-1)) \) and \( \gamma'_t = \gamma(x'(t-1))\).

Let \( \Gamma = \{\gamma_t, \mathcal{H}(t)\}_{t=1}^{\infty} \) and \( \Gamma' = \{\gamma'_t, \mathcal{F}'(t)\}_{t=1}^{\infty} \) be the stochastic sequences of productivity parameters observed after each new entry in the industry given that the beliefs about these parameters evolve from the initial states \( x(0) = (r,n) \) and \( x'(0) = (r',n')\).

Recall that \( s_t = \sum_{j=1}^t 1[\gamma_j = \gamma_{\text{low}}] \) and define \( s'_t = \sum_{j=1}^t 1[\gamma'_j = \gamma_{\text{low}}] \). Also recall that
\[
\tilde{\gamma}_{t+1} = E(\tilde{\gamma}_{t+1}) = \gamma_{\text{low}} P(\tilde{\gamma}_{t+1} = \gamma_{\text{low}} | s_t = s) + \gamma_{\text{high}} (1 - P(\tilde{\gamma}_{t+1} = \gamma_{\text{low}} | s_t = s))
\]
and
\[
\tilde{\gamma}'_{t+1} = E(\tilde{\gamma}'_{t+1}) = \gamma_{\text{low}} P(\tilde{\gamma}'_{t+1} = \gamma_{\text{low}} | s'_t = s) + \gamma_{\text{high}} (1 - P(\tilde{\gamma}'_{t+1} = \gamma_{\text{low}} | s'_t = s)).
\]

Notice that it follows from the inequality \((s,t) > (r/n)\) that
\[
P(\tilde{\gamma}_{t+1} = \gamma_{\text{low}} | s_t = s) = \frac{r+s}{n+t} < \frac{r'+s}{n'+t} = P(\tilde{\gamma}'_{t+1} = \gamma_{\text{low}} | s'_t = s)
\]
and therefore \( \tilde{\gamma}_{t+1} > \tilde{\gamma}'_{t+1} \).

Hence, for \( s_t = s'_t = s \),
\[
E(\tilde{W}_{t+1} \mid x(t) = (r+s,n+t)) = K\left(2 \frac{w N^{-1} N}{w x_{\gamma_t}} - 1\right) < K\left(2 \frac{w N^{-1} N}{w x_{\gamma'_t}} - 1\right)
\]
\[
= E(\tilde{W}_{t+1} \mid x'(t) = (r'+s,n'+t))
\]
(\ref{eq:4})

From Eq. (\ref{eq:4}) and using the fact that the product of random variables \( 1_{\{\sigma(n^*) \geq t\}} \tilde{W}_t \) is a \( \sigma(\mathcal{F}(t) \cup \mathcal{F}'(t)) \)-measurable random variable we can find:
\[
E \sum_{t=1}^{n^*} \beta^{-1} \tilde{W}_t = \sum_{t=1}^{n^*} \beta^{-1} E \left[ \tilde{W}_t 1_{\{\sigma(n^*) \geq t\}} \right] < \sum_{t=1}^{n^*} \beta^{-1} E \left[ \tilde{W}_t' 1_{\{\sigma(n^*) \geq t\}} \right] = E \sum_{t=1}^{\sigma(n^*)} \beta^{-1} \tilde{W}_t'
\]
(\ref{eq:5})

Then using Eq. (\ref{eq:5}) together with Eq. (\ref{eq:1}) we obtain:
\[
v^{\sigma(n^*)}(r,n) = \frac{E \sum_{t=1}^{\sigma(n^*)} \beta^{-1} \tilde{W}_t}{E \sum_{t=1}^{\sigma(n^*)} \beta^{-1}} < \frac{E \sum_{t=1}^{\sigma(n^*)} \beta^{-1} \tilde{W}_t'}{E \sum_{t=1}^{\sigma(n^*)} \beta^{-1}} \leq \sup_{0 \leq \tau \leq n^*} \frac{E \sum_{t=1}^{\tau} \beta^{-1} \tilde{W}_t'}{E \sum_{t=1}^{\tau} \beta^{-1}} = v^{\sigma}(r',n').
\]
(\ref{eq:6})
Q.E.D.
(III) Assume that there are \( \bar{n}_i \) entrepreneurs with technology \( i \) who would like to establish firms in country South. Let the prior beliefs about the quality of the match between technology \( i \) and Southern labor be determined by the p.d.f. beta \((r,n)\). Note that the beliefs about the quality of the match evolve according to a \((2\bar{n}+2)\)-state Markov chain \( x_i(t) \), \( t = 0,1,2,\ldots \), with the states: \( \{(a,b), a = r,r+1,r+2,\ldots ,r+\bar{n}_i; b = n,n+1,n+2,\ldots , n+\bar{n}_i; \varnothing \} \) where \( \varnothing \) denotes the absorbing state and \( r/n \) is the initial state.

Let \( P = \{ P_{ij} \} \) denote the \((2\bar{n}+2) \times (2\bar{n}+2)\) transition matrix for the chain \( \{ x_i(t) \} \). Then the \( \bar{n}_i \)th power of the transition matrix, \( P^{\bar{n}_i} \), has the following elements:

\[
P^{\bar{n}_i}_{k,j} = 0, j = 1,\ldots ,2\bar{n}_i + 1 \quad \text{and} \quad P^{\bar{n}_i}_{k,2\bar{n}_i + 2} = 1, k = 1,\ldots ,2\bar{n}_i + 2.
\]

For any Markov chain with such transition matrix, it takes no more than \( \bar{n}_i \) transitions to evolve from any initial state into the absorbing state. Therefore after the establishment of \( \bar{n}_i \) new firms in South, beliefs evolve into the absorbing state \( \varnothing \), in which the government receives the deterministic zero reward: \( W(\varnothing) = 0 \).

For the Markov chain \( \{ x_i(t) \} \) we define

\[
v_{\bar{n}_i}^L(x_i) = \max_{L \geq \tau > 0} E \left\{ \sum_{t=0}^{\tau-1} \beta^t \hat{W}_i(x_i(t)) \mid x_i(0) = x_i \right\}
\]

where \( L \geq 1 \) is a nonrandom integer and the maximum is taken over stopping times \( \tau \) for which \( P(\tau \leq L) = 1 \). Then \( v_{\bar{n}_i}^{L+1}(x_i) \geq v_{\bar{n}_i}^L(x_i) \). However, since the reward is zero after \( \bar{n}_i \) transitions, we have \( v_{\bar{n}_i}^{\bar{n}_i+k}(x_i) = v_{\bar{n}_i}^L(x_i), k = 1,2,\ldots \)

Suppose \( \sigma \) is such that the Gittins index for the Markov chain \( \{ x_i(t) \} \) is equivalent to

\[
v_{\bar{n}_i}(x_i) = \frac{E \left\{ \sum_{t=0}^{\sigma-1} \beta^t \hat{W}_i(x_i(t)) \mid x_i(0) = x_i \right\}}{E \left\{ \sum_{t=0}^{\sigma-1} \beta^t \mid x_i(0) = x_i \right\}}
\]

where the subscript \( \bar{n}_i \) indicates that we are considering the Gittins index for a \((2\bar{n}+2)\)-state Markov chain.

Then we have

\[
v_{\bar{n}_i}(x_i) = \frac{\sum_{t=0}^{\infty} \beta^t E[\hat{W}_i(x_i(t)) \mathbf{1}_{\{\sigma > t\}} \mid x_i(0) = x_i]}{\sum_{t=0}^{\infty} \beta^t P(\sigma > t \mid x_i(0) = x_i)} \quad (A.7)
\]
and
\[
\sum_{t=0}^{L} \beta^t E[\tilde{W}_t(x_i(t))1_{\{\sigma > t\}} \mid x_i(0) = x_i] \geq \frac{v_{\bar{n}_i}^L(x_i)}{\sum_{t=0}^{L} \beta^t P\{\sigma > t \mid x_i(0) = x_i\}}.
\]  
(A.8)

Therefore
\[
v_{\bar{n}_i}(x_i) - v_{\bar{n}_i}^L(x_i) \leq \frac{\sum_{t=0}^{\infty} \beta^t E[\tilde{W}_t(x_i(t))1_{\{\sigma > t\}} \mid x_i(0) = x_i]}{\sum_{t=0}^{\infty} \beta^t P\{\sigma > t \mid x_i(0) = x_i\}} - \frac{\sum_{t=0}^{T} \beta^t E[\tilde{W}_t(x_i(t))1_{\{\sigma > t\}} \mid x_i(0) = x_i]}{\sum_{t=0}^{T} \beta^t P\{\sigma > t \mid x_i(0) = x_i\}} \leq \frac{\beta E(\tilde{W} \mid x_i = (r + \tilde{n}_i, n + \tilde{n}_i))}{1 - \beta} \leq \frac{\beta L(\tilde{n}_i + 1)}{1 - \beta}.
\]  
(A.9)

Hence, \( \lim_{L \to \infty} v_{\bar{n}_i}^L(x_i) = v_{\bar{n}_i}(x_i) \) and since \( v_{\bar{n}_i}^{\tilde{n}_i + k}(x_i) = v_{\bar{n}_i}(x_i), k = 1, 2, \ldots \), it follows that \( v_{\bar{n}_i}(x_i) = v_{\bar{n}_i}(x_i) \).

If we now assume that there are \( \tilde{n}_i - 1 \) entrepreneurs with technology \( i \) wishing to establish firms in country South, the evolution of beliefs as these firms are established can be described by a Markov chain \( \{x_i(t)\} \), with \( 2^{\tilde{n}_i - 1} + 2 \) states and a \((2^{\tilde{n}_i - 1} + 2) \times (2^{\tilde{n}_i - 1} + 2)\) transition matrix \( P' \) which is a truncation of the matrix \( P \). When the Markov chains \( \{x_i(t)\} \) and \( \{x'_i(t)\} \) have the same initial state, we have
\[
v_{\tilde{n}_i - 1}^{\tilde{n}_i - k}(x_i(0)) = v_{\tilde{n}_i - 1}(x_i(0)), \quad k = 1, 2, \ldots, \tilde{n}_i - 2
\]

Therefore
\[
v_{\tilde{n}_i - 1}(x_i(0)) = v_{\tilde{n}_i - 1}^{\tilde{n}_i - k}(x_i(0)) = v_{\tilde{n}_i - 1}^{\tilde{n}_i - k}(x_i(0)) \leq v_{\tilde{n}_i}^{\tilde{n}_i}(x_i(0)) = v_{\tilde{n}_i}(x_i(0)), \quad k = 1, 2, \ldots, \tilde{n}_i - 2
\]

Hence, \( v_{\tilde{n}_i - 1}(x_i(0)) \leq v_{\tilde{n}_i}(x_i(0)) \), which establishes the last claim of Proposition 1.  

\[ \Box \]

**Proof of Proposition 2.** (I) Consider an industry \( i \in T_0 \), where \( T_0 \) is a set of industries targeted at the beginning of the industrial policy. Recall that \( \tilde{p}_i \) denotes the probability of a high realization of productivity, \( \gamma^\text{high} \). Define a sequence of random variables \( X_{i,n} = E(\tilde{p}_i \mid \mathcal{F}_{i,n}), n = 1, 2, \ldots \), where \( \mathcal{F}_{i,n} = \sigma(\tilde{\gamma}_{i,1}, \ldots, \tilde{\gamma}_{i,n}) \) is a sigma algebra generated by a sequence of random variables \( \tilde{\gamma}_{i,1}, \ldots, \tilde{\gamma}_{i,n} \). Then \( \{\mathcal{F}_{i,n}\} \) is a natural filtration and \( \mathcal{F}_{i,n} = \sigma(U_{i,n}^\infty, \mathcal{F}_{i,n}) \). Set \( X_{i,0} = \beta_{i,0} = \tilde{p}_i^{\text{high}}(\tilde{\gamma}_{i,0}^{\text{high}}) \).

Since the probability parameter \( \tilde{p}_i \) is bounded by definition, we can directly use Lévy’s “Upward” theorem to claim that \( X_{i,n}, n = 1, 2, \ldots \) is a uniformly integrable (UI)
the set random productivity vector corresponding to entry of new firms in the industries in $\mathcal{F}_{i,n}$ and $X_{i,n} \rightarrow X_{i,\infty}=E(\hat{\rho}_i|\mathcal{F}_{i,\infty})$ almost surely and in $\mathcal{L}^1$ (see (see Williams, 1991, p. 134; Billingsley, 1986, Theorem 35.5, p. 492).

Recall that $m^* = \sup_{j \in A \setminus F} v_j(x_j(0))$. Let $X^*_i = E(\hat{\rho}_i|x_i=(r_i,n_i))$ where the parameters $r$ and $n_j$ are such that $v_j(X^*_i) = m^*$. Since $v_j$ is increasing in $\hat{\rho}_i^0$ (see Proposition 1), for $i \in T_0$ we must have $\hat{\rho}_i^0 > X^*_i$.

Now define the random variables $\tau_i$ and $X_i^*$:

$$\tau_i = \min\{n: X_{i,n} < \hat{\rho}_i^0\} \quad (B.1)$$

$$X_i^* = \begin{cases} X_{i,\tau_i(\omega)}(\omega) & \text{if } \tau_i(\omega) < \infty \\ X_{i,\infty}(\omega) & \text{if otherwise} \end{cases} \quad (B.2)$$

$\tau_i$ is a stopping time, since $1_{\{\tau_i \leq n\}}$ is $\mathcal{F}_{i,n}$-measurable random variable, i.e., $1_{\{\tau_i \leq n\}} \in \mathcal{F}_{i,n}$.

We now prove that:

$$E(X_{i,\tau_i}) = E(X_{i,1}) = E[E(\hat{\rho}_i | \sigma(\hat{\gamma}_{1,1}))] = E^0(\hat{\rho}_i) = \hat{\rho}_i^0 \quad (B.3)$$

From the definition of $X_{i,n}$ and from the fact that $\hat{\rho}_i$ is uniformly bounded it follows that $X_{i,n}$ is a UI martingale relative to the natural filtration $\{\mathcal{F}_{i,n}\}$. Therefore, applying Lévy’s ‘Upward’ theorem again, we have $X_{i,n} \rightarrow X_{i,\infty} = E(\hat{\rho}_i|\mathcal{F}_{i,\infty})$ in $\mathcal{L}^1$.

Since $E|X_{i,n} - X_{i,\infty}| \geq E|X_{i,n} - X_{i,\infty}| = E(X_{i,n}) - E(X_{i,\infty})$, it follows that $E(X_{i,n}) - E(X_{i,\infty}) \rightarrow 0$. Moreover, we have $E(X_{i,1}) = E(X_{i,\infty})$ because $X_{i,n}$ is a martingale.

Now consider a stopped process:

$$X_{i,\tau_i\wedge n} = \begin{cases} X_{i,n} & \text{if } n \leq \tau_i \\ X_{i,\tau_i} & \text{if } n > \tau_i \end{cases} \quad (B.4)$$

Then as an immediate consequence of Theorem 10.9 of Williams (1991), $X_{i,\tau_i\wedge n}$ is a martingale and $E(X_{i,\tau_i\wedge n}) = E(X_{i,1})$. Moreover, $X_{i,\tau_i\wedge n}$ is UI, because $X_{i,n}$ is a uniformly bounded martingale and $X_{i,n} \rightarrow X_{i,\infty}$ in $\mathcal{L}^1$.

Finally, applying Lévy’s ‘Upward’ theorem to the UI martingale $X_{i,\tau_i\wedge n}$ we conclude that $X_{i,\tau_i\wedge n} \rightarrow X_{i,\tau_i\wedge \infty}$ in $\mathcal{L}^1$. But by definition of $X_{i,\tau_i\wedge n}$,

$$X_{i,\tau_i\wedge \infty}(\omega) = \begin{cases} X_{i,\infty}(\omega) & \text{if } \tau_i = \infty \\ X_{i,\tau_i(\omega)}(\omega) & \text{if } \tau_i < \infty \end{cases} \quad (B.5)$$

Hence, $X_{i,\tau_i\wedge \infty}(\omega) = X_{i,\tau_i(\omega)}(\omega)$ almost everywhere and we obtain:

$$E(X_{i,1}) = E(X_{i,\tau_i\wedge n}) = E(X_{i,\tau_i\wedge \infty}) = E(X_{i,\tau_i}) \quad (B.6)$$

(II) Recall that $\Gamma^t = \times_{i=1}^t \Gamma$ is a $t$-fold Cartesian product of the support of the random productivity vector corresponding to entry of new firms in the industries in the set $T_0$. Now, define $\Gamma^\infty = \times_{i=1}^\infty \Gamma$ and $\Gamma^{-t} = \times_{i=t+1}^\infty \Gamma$. Define sigma algebras: (i) $\mathcal{F}_n = \sigma(\bigcup_{i \in S_0} \mathcal{F}_{i,n})$, (ii) $\mathcal{F}_\infty = \sigma(\bigcup_{n=1}^\infty \mathcal{F}_n)$, and (iii) $\mathcal{F}(\Omega) = \sigma(\times_{i=1}^M [0,1] \times \Gamma^\infty)$ on the set $\Omega = \times_{i=1}^M [0,1] \times \Gamma^\infty$. 


Recall that for the vector of the true probabilities of high productivity realizations \( p=(p_1, \ldots, p_M) \), the probability of observing a specific sequence of vectors \( \gamma_i=(\gamma_{i1}, \ldots, \gamma_{it}) \in \Gamma^t \) is defined by

\[
P(\gamma_i | p) = \prod_{i \in T_0} \text{Prob}(\gamma_{ik} = \gamma_{ik}, k \leq t | p_i) = \prod_{i \in T_0} p_i^{s_i}(1 - p_i)^{t-s_i} \tag{B.7}
\]

where \( \gamma_{ik} \) is the realization of the productivity parameter of the \( k \)th new firm in industry \( i \) and \( s_i = \sum_{k=1}^t 1_{\{\gamma_{ik} = \gamma_{ik}\}} \) is the number of high productivity (low cost) realizations after entry of \( t \) new firms in industry \( i \). Thus, for any \( A \subset \mathcal{F}_\infty \) such that \( A = C \times \Gamma^{-1} \), we can calculate the probability \( P(A | p) \) by integrating Eq. (B.7) over the set of sequences \((\gamma_1, \ldots, \gamma_t)\) in \( C \).

Given the prior probability density function \( f^0(p) \), we can define a probability measure on the set \( \Omega \) of sample paths \( \{p, \gamma_1, \ldots, \gamma_t\} \) as follows:

\[
P^0 = \int_0^1 \cdots \int_0^1 \left( \prod_{i \in T_0} p_i^{s_i}(1 - p_i)^{t-s_i} \right) f^0(p) dp_1 \cdots dp_{M_0} \tag{B.8}
\]

where the subscripts \( 1_0, \ldots, M_0 \) denote the industries in the set \( T_0 \) ranked by the size of their dynamic allocation indices at time zero. Thus for any \( D \subset \mathcal{F}(\Omega) \) such that \( D = \Theta \times A \) for some \( \Theta \subset \times_{i=1}^M [0,1] \) and \( A \subset \mathcal{F}_\infty \), we can write \( P^0(D) = \int \cdot \cdot \cdot \int P(A | p) f^0(p) dp_1 \cdots dp_{M_0} \).

Remark: The a.s. convergence in the above statement of Lévy’s “Upward” theorem was with respect to the measure \( P^0 \).

(III) We showed in (I) that \( E(X_{t_i}) = \bar{p}_i^0 \) for any \( i \in T_0 \). Therefore, \( P^0(\tau_i = \infty, \forall i \in T_0) > 0 \), because if otherwise:

\[
P^0(\tau_i = \infty, \forall i \in T_0) = 0 \Rightarrow P^0(\tau_i < \infty \text{ for some } i \in T_0) = 1 \Rightarrow E(X_{t_i}) < \bar{p}_i^0 \text{ for some } i \in T_0,
\]

i.e., \( \tau_i \) is a.s. finite and we obtain a contradiction.

By definition of \( P^0 \) in (II), \( P^0(\tau_i = \infty, \forall i \in T_0) > 0 \) implies that there exists some set of vectors of true probabilities \( \Theta \subset \times_{i=1}^M [0,1] \) and an \( \mathcal{F}_\infty \)-measurable set of realizations of productivity \( A \subset \Gamma^\infty \), such that \( E^0(1_{\{p \in \Theta\}}) > 0 \) and \( P(A | p) > 0, \forall p \in \Theta \). But this just says that if the vector of true probabilities is \( p \), then the set of industries will survive infinitely long with positive probability under a rejection rule stricter than the one which the government is actually applying in the selection of industries for targeting, because \( \{\omega: X_{t_i}(\omega) < \bar{p}_i\} < \{\omega: X_{t_i}(\omega) < \nu(X^{*} \Theta) = m^*\} \). Therefore, if for a given set of true parameter vectors \( \Theta \) the set of industries survives in the long-run with positive probability for the strict rule, then it will survive for the same or even larger set of true parameter vectors \( \Theta' \) under the government’s actual policy rule based on the Gittins indices, i.e. \( \Lambda_{\Theta'}^0 > 0, \forall p \in \Theta' \) such that \( \Theta \subset \Theta' \).

Let \( p^*_\Theta = \inf \{p_i: p \in \Theta'\} \). Note that since the Bernoulli distribution satisfies the monotone likelihood ratio property, we can conclude using a result proved by Banks and Sundaram...
(1992) that $P(A|p)$ is increasing in $p$. Therefore, the probability of the long-run survival of a technology in the targeted set is increasing in the true probability of the good match between this technology and the local labor. But then for all true probabilities $p \geq p^*$, the technology will survive forever with positive probability.

Conversely, if the inequality $p \geq p^*$ is not satisfied, then it is certain that the initial set of targeted technologies will not survive in the long-run and at least some of them will eventually be abandoned.
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